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Abstract

NEUROCOMPUTATIONAL SIMULATIONS OF ADDICTION USING

REINFORCEMENT LEARNING

George Grainger
A dissertation submitted to The University of Manchester

for the degree of Master of Engineering, 2024

Addiction is a widespread and growing problem that results in the suffering of millions of people.
This project aimed to create reinforcement learning simulations that could simulate the neural basis
of addiction and reproduce characteristics such as relapse and compulsion that cannot be seen in
standard reinforcement learning algorithms. It is hoped that through the results of this work, insight
can be gained into risk factors and the effectiveness of treatments for addiction and improve the quality
of life for those who have an addiction, as well as helping to reduce broader issues across society.

To achieve this, the project created a dual-process model combining a model-free value evaluation
function from Dezfouli’s (2009) research into cocaine addiction, along with state classification com-
ponents based on Pettine’s (2023) research into human latent state generalization. This enabled the
dual-process model to replicate findings from previous studies of addiction, showing the compul-
sive choice of addictive suboptimal addictive behaviour as well as increased impulsivity and lower
perceived reward after addictive behaviours.

The dual-process model also moved beyond existing model-free designs, accurately predicting addic-
tions beyond those directly stimulating dopamine stimulation. This allowed it to capture behavioural
addictions in the form of gambling. Moreover, the introduction of a state classification component
enabled relapse to be captured, even in the case that natural rewards are increased during a period of
extinction.

Finally, the dual-process model assesses the relative impact of genetic and environmental factors in
the uptake of addiction, with predictions that align with experimental results showing that increased
natural rewards can decrease the chances of uptake and maintenance of an addiction.
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1 Introduction

This project creates simulations using reinforcement learning techniques to highlight the neural ba-
sis of addiction, investigating the influence of model-free and model-based mechanisms in human
learning[26]. It examines the role of dopamine in motivation and decision-making, predicting how ad-
dictive choices can co-opt the natural reward-seeking process, by direct and indirect stimulation of the
dopamine system, to result in the adoption of potentially maladaptive and destructive actions[61, 78]

1.1 Motivation

Addiction is defined as a compulsive and persistent behaviour despite adverse social, occupational
and health consequences[3, 35, 54]. Cessation of problem behaviours is difficult and characterised by
high rates of relapse even when there are strong intentions otherwise[8, 73].

Addiction is, therefore, responsible for significant costs on both personal and societal levels. In
families with a substance use disorder (SUD), a child is at a 3x risk of physical or sexual abuse and
has a 50% increased chance of being arrested in adolescence[42]. It also shares comorbidities with
physical and psychiatric disease[7]: one in eight of the 11.2 million injecting drug users were living
with HIV¡ and nearly half had Hepatitis C in 2020[77, 85]. Globally, it has a large economic impact
and not-insignificant contributions to pressing issues such as climate change[15, 17, 85]. In 2021,
246,800 ha were used for cocaine cultivation, often through illegal deforestation, which is equivalent
to 345,600 football pitches[85]. This will become a growing issue with more young people using
non-prescription drugs compared with previous generations: in 2020, 5.6% of the world population
aged 15-64 had used a drug in the past year, 26% more than in 2010[85].

Compounding this are the behavioural addictions, such as pathological gambling, gaming and social
media addiction, which are becoming increasingly problematic[34, 54, 63]. Even though they lack
many of the pharmacological effects of SUDs they are characterised by neurobiological parallels and
similar symptomatology[23, 29, 54]. This has led to dramatic changes in the field of addiction in
recent years. Still, despite considerable neurocomputational investigations into understanding the
basis of substance addictions, behavioural addictions remain relatively neglected[23, 34].

The treatment of addiction could improve the quality of life of afflicted individuals and their loved
ones while helping reduce issues across wider society. Therefore, developing effective therapeutic in-
terventions is a high-priority goal for neuroscience[15, 78]. However, with stigma and misconception
toward addictive illness being commonplace, and those with addictions being vulnerable, it makes
clinical research challenging[10]. Consequently, computational neuroscience could be particularly
valuable, with reinforcement learning enabling the development of accurate testing environments and
agents[78]. Harmful patterns and risk factors could be more easily identified and research made in-
creasingly accessible. This could enable new developments of treatments while limiting the need for
in-person testing, reducing both demand and harm for participants for in-vivo studies.

1



2 CHAPTER 1. INTRODUCTION

1.2 Aims and Objectives

The project aims to extend upon previous research to produce a novel reinforcement learning agent
that captures both pharmacological and behavioural addictions. It hopes to predict some of the critical
features of addiction that cannot be characterised by typical reinforcement learning algorithms, such
as the interference between addictive substances and dopamine-mediated reward-prediction errors
to result in sub-optimal actions being selected[78]. Furthermore, it’s hoped to simulate the long-
term neuroadaptations in the biological circuitry that result in relapse[15, 74], by moving beyond
a purely “habit-based” model-free agent, to a dual-learning system that can predict more complex
“goal-oriented” choices[26, 43]. Pursuing this will involve both research and design objectives:

Research objectives:

1. Build a strong understanding of reinforcement learning

2. Learn the basic psychological theory of decision-making and addiction

3. Review state-of-the-art research to enable the creation of a new design that is an evolution of
previous models

Design objectives:

1. Develop an agent that compulsively and persistently chooses sub-optimal addictive behaviours

2. Enable cue based relapse through combining model-free and model-based approaches

3. Capture behavioural addictions beyond those that directly stimulate the dopamine system

4. Explore genetic and environmental factors, verifying the predictions against experimental results

1.3 Evaluation strategy

Evaluation of the model will be achieved through a verification framework consisting of comparisons
with existing psychological understanding and results from previous studies[14, 61, 63].

Initially, testing will occur on foundational elements of the model, such as the acquisition of bene-
ficial behaviours. This will ensure additional complexity builds upon valid assumptions and notable
findings are truly outcomes of the implementation rather than extraneous factors.

Extending this, more involved tests based on predictions of psychological effects such as blocking[14,
78] and environmental change[54] will take place. Following this, attention will be paid to the out-
comes of these results and the ten key vulnerabilities outlined in Redish’s 2008 unified framework for
addiction[62]. This presents a range of model-free and model-based features that indicate a person’s
susceptibility to addiction, the transition to addiction, and relapse. This will help justify whether the
differences between the predictions from previous models and this project’s model are a limitation or
strength of the design.



1.4. REPORT STRUCTURE 3

Finally, the model will be considered relative to its achievements and complexity, evaluating its suc-
cess based on whether additional features are computationally worthwhile.

1.4 Report Structure

Chapter 1 summarises why this research is important. It provides the aims and goals the project
hopes to achieve, alongside an overview of how the project will be evaluated.

Chapter 2 outlines background material, placing this project in the context of previous research. It
details both computational and psychological reinforcement learning understanding, the dopamine
system and how they each relate to addiction.

Chapter 3 is dedicated to the design of the model. The project presents multiple designs of increas-
ing complexity, highlighting their respective benefits and limitations. Through this, it’s hoped that
different aspects of the project’s final design are more understandable. This content will build on
the background, with only reinforcement learning and psychological concepts specific to each design
being explained as they’re introduced.

Chapter 4 details the implementation of these designs, providing insight into the agents and environ-
ments used in the project. It discusses the use of OpenAI gym, and how object-oriented design makes
the project more extensible for future work.

Chapter 5 defines the experiments for verifying the model against previous models and established
psychological theory. This chapter tests factors ranging from genetic susceptibility to cue-triggered
relapse, highlighting the advantages of this project’s model over the others in the design chapter.

Chapter 6 concludes the report with a personal reflection on the project’s successes and failures
alongside suggestions for future work.



2 Background

2.1 Reinforcement Learning (RL)

Reinforcement learning (RL) is a concept that bridges psychology and computer science, originating
from studies of animal learning[30]. Experiments by B.F. Skinner on Operant Conditioning showed
that animals, including humans, associate behaviours with their positive or negative consequences,
repeating behaviours resulting in rewarding outcomes and avoiding those penalised[75, 76]. This built
upon Thorndike’s earlier work on the Law of Effect, proposing that behaviours followed by satisfying
outcomes will be more likely to be replicated, while those that aren’t will be reduced[79, 80, 81]. This
laid the foundations for some of the earliest work in artificial intelligence (AI) and led to the revival
of RL as a branch of machine learning (ML) by Watkins in the 1980s[78, 88].

Principally, computational RL implements many of these psychological concepts, with an emphasis
on a decision-making agent learning the actions that maximise a cumulative reward function, through
direct interaction with an environment[78]. In contrast to supervised learning methods, the agent
learns to evaluate actions based on training information, rather than being instructed by labelled ex-
amples. RL can work in the presence of uncertainty and incomplete information; using trial and error,
agents discover which actions result in the best reward to be given as feedback from the environment.
Notably, these actions may also alter the agent’s next state and influence subsequent rewards[78]. As
a result, the agent must learn the policy that not only chooses the best short-term option, but one that
navigates the environment to maximise the overall reward, accounting for delayed gratification.
Key elements of a RL agent are:

1. A policy defining an agent’s behaviour at a given time. It’s a mapping from states to the probability
of selecting each possible action and is psychologically analogous to stimulus-response rules[24].

2. A reward signal defining the goal of the RL problem. At each time step a numeric reward is sent
from the environment and used to evaluate good and bad events. It’s immediate, analogous to
pleasure and pain in humans, and has the primary role of changing the policy.

3. A value function defining what’s optimal long term. It’s an expectation of future rewards based on
the current state, accounting for the desirability of states that could be subsequently moved into.

4. An optional model mimicking the environment. This provides inferences on what the environment
may do next, enabling the agent to plan.

Reinforcement learning is an effective and increasingly popular computational approach to under-
standing and automating goal-oriented learning and decision-making[78]. It’s applied in a range of
areas, from robotics[38] and intelligent game-playing systems[50] to neuroscience. This project aims
to demonstrate the latter of these through its application of RL to modelling addiction.

4



2.1. REINFORCEMENT LEARNING (RL) 5

Agent

Environment

State: Si

Reward: Ri

Ri+1

Si+1

Action: Ai

Figure 2.1: Agent-environment interaction in a Markov decision process

2.1.1 Markov Decision Processes

Markov decision processes (MDPs) are mathematical formalisations of sequential decision-making.
They act as idealised forms of RL, where on each discrete time step 𝑡, an agent in state 𝑆𝑡 chooses
an action 𝐴𝑡 based on its current policy, in turn producing a reward 𝑅𝑡+1 and new state 𝑆𝑡+1 (fig. 2.1).
Formally a MDP can be defined as a tuple ⟨S,A,P ,R, 𝛾⟩[78, 86] where:

• S is the set of all possible states

• A is the set of all possible actions

• P𝑎𝑟
𝑠𝑠′ � P [𝑆𝑡+1 = 𝑠′, 𝑅𝑡+1 = 𝑟 | 𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎] is the function describing the system’s dynamics. It is

the joint probability of a reward 𝑟 and next state 𝑠′, given action 𝑎 is taken in state 𝑠.

• 𝛾 is the discount factor trading off later rewards for earlier ones, 𝛾 ∈ [0,1]

The Markov property

The Markov property is commonly stated as “given the present, the future is independent of the
past[5].” It’s the concept that future states depend entirely on the current state since this sufficiently
captures all the relevant historical information of the system[78, 86]. Formally, this is given by:

P (𝑆𝑡+1 = 𝑠𝑡+1 | 𝑆𝑡 = 𝑠𝑡) = P (𝑆𝑡+1 = 𝑠𝑡+1 | 𝑆𝑡 = 𝑠𝑡 , 𝑆𝑡−1 = 𝑠𝑡−1, ... , 𝑆0 = 𝑠0) (2.1)

Despite not being viable in all situations, it’s a simplifying assumption that makes modelling complex
real-world processes manageable and is commonly used in neurocomputational simulations[78].

Calculating expected future reward

Formalising an agent’s objective can be done by looking at its typical trajectory:

𝑆0, 𝐴0, 𝑅1, 𝑆1, 𝐴1, ... , 𝑆𝑡 , 𝐴𝑡 𝑅𝑡+1, ... , 𝑅𝑇 , 𝑆𝑇 (2.2)

By eq. (2.2), it’s shown at time step 𝑡, an agent’s return from future rewards will be 𝑅𝑡+1 , 𝑅𝑡+2, 𝑅𝑡+3, ..., 𝑅𝑇 .
Therefore, a simple measure of the expected return at a given timestep 𝐺 𝑡 can be defined as:

𝐺 𝑡 � 𝑅𝑡+1 +𝑅𝑡+2 +𝑅𝑡+3 + ...+𝑅𝑇 (2.3)



6 CHAPTER 2. BACKGROUND

However, the definition in eq. (2.3) isn’t always optimal. It’s mathematically convenient to discount
and prioritise immediate reward to a degree given by 𝛾. This overcomes issues for reinforcement
learning in the case where 𝑇 = ∞ and better reflects human behaviour, which can prefer short to
long-term rewards of greater magintude[25, 78, 86]. An improved definition for 𝐺 𝑡 can be given by:

𝐺 𝑡 � 𝑅𝑡+1 +𝛾 𝑅𝑡+2 +𝛾2𝑅𝑡+3 + ... =
∞∑︁
𝑘=0

𝛾𝑘𝑅𝑡+𝑘+1 = 𝑅𝑡+1 +𝛾 𝐺 𝑡+1 (2.4)

The agent will have a policy 𝜋 mapping the probabilities of taking an action given a particular state:

𝜋 (𝑎 | 𝑠) = P [𝐴𝑡 = 𝑎 | 𝑆𝑡 = 𝑠] ∀𝑠 ∈ S, ∀𝑎 ∈ A (2.5)

An example policy is illustrated in fig. 2.2, where it’s shown in state 𝑠0 all actions are equally likely
to be chosen while in 𝑠4 action 𝑎0 has double the probability of actions 𝑎1 and 𝑎2.

St=s0

At = a0

At = a1

At = a2

Rt
St+1=s4

At+1 = a0

At+1 = a1

At+1 = a2

Rt+1
St+2=s0

At+2 = a0

At+2 = a1

At+2 = a2

Rt

Action not taken

Action taken

Figure 2.2: A policy defines the probability of each action in a given state

When in state 𝑠 and under policy 𝜋, the expected return can be defined by the state-value function:

𝑣𝜋 (𝑠) � E𝜋 [𝐺 𝑡 | 𝑆𝑡 = 𝑠] (2.6)

= E𝜋 [𝑅𝑡+1 +𝛾𝐺 𝑡+1 | 𝑆𝑡 = 𝑠] (by eq. (2.4))

=
∑︁
𝑎

𝜋(𝑎 | 𝑠)
∑︁
𝑟

∑︁
𝑠′

P𝑎𝑟
𝑠𝑠′
[
𝑟 +𝛾E𝜋 [𝐺 𝑡+1 | 𝑆𝑡+1 = 𝑠′]

]
=
∑︁
𝑎

𝜋(𝑎 | 𝑠)
∑︁
𝑟

∑︁
𝑠′

P𝑎𝑟
𝑠𝑠′
[
𝑟 +𝛾𝑣𝜋 (𝑠′)

]
∀𝑠 ∈ S (2.7)

The Bellman equations

The Bellman equation for 𝑣𝜋 is the result given in eq. (2.7); it’s a fundamental equation underpinning
many RL algorithms. It recursively expresses the relationship between the value of a state and the
values of its successor states[78, 86]. As shown on the left of fig. 2.3, this is done by iterating over
every possible action (red) and finding the expected reward for each state the action could lead to,
along with the reward gained by moving to that state (blue). An average is calculated, weighted by an
action’s probability of being taken under the policy 𝜋, combined with every next-state reward pair’s
chance of occurring in the environment, P𝑎𝑟

𝑠𝑠′[5]. Overall, this gives a state’s value as the discounted
expected reward from the next state summed with the expected reward moving into the next state[78].
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Iterate states/rewards Iterate actions

s

a0 a1

s’0 s’1 s’2 s’3

r0 r1
r2 r3

Weighted by π(a|s)

s, a

s’0 s’1

a’0 a’1 a’2 a’2

Weighted by π(a’|s’)

r0 r1

vπ(s) qπ(s, a)

Weighted by 

Weighted by 

Figure 2.3: Backup diagrams showing how values are iterated over in the Bellman equation

It can also be convenient to know the expected value starting in state 𝑠, taking action 𝑎, and following
the policy 𝜋 thereafter[78]. This is the action-value function and can be defined by:

𝑞𝜋 (𝑠, 𝑎) � E [𝐺 𝑡 | 𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎] (2.8)

= E [𝑟 +𝛾𝑣𝜋 (𝑠′) | 𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎] ∀𝑠 ∈ S, ∀𝑎 ∈ A (2.9)

Since the agent’s policy 𝜋 defines the probabilities of each action in a given state (eq. (2.5)), it’s
possible to give the state-value function (eq. (2.6)) in terms of the action-value function (eq. (2.8)),
by taking a weighted sum of the return across all the actions relative to their probability:

𝑣𝜋 (𝑠) =
∑︁
𝑎

𝜋 (𝑎 | 𝑠) 𝑞𝜋 (𝑠, 𝑎) (2.10)

Substituting eq. (2.10) into eq. (2.9) derives the Bellman equation for the action-value function:

𝑞𝜋 (𝑠, 𝑎) =
∑︁
𝑟

∑︁
𝑠′

P𝑎𝑟
𝑠𝑠′

[
𝑟 +𝛾

∑︁
𝑎′

𝜋(𝑎′ | 𝑠′)𝑞𝜋 (𝑠′, 𝑎′)
]

(2.11)

This version of the Bellman equation is useful when an agent needs to predict the expected return after
taking a specific action in a given state[78] (fig. 2.3, right). However, the Bellman equations given in
eq. (2.7) and eq. (2.11) are only the relationship under a given policy 𝜋, which if sub-optimal means
there’s no guarantee the obtained values will be highly rewarding[5]. For this reason, RL algorithms
generally aim to estimate the optimal policy and value function[86].

Optimal policies and values

An optimal policy 𝜋∗ can be defined through a partial ordering based on eq. (2.6). A policy 𝜋 is said
to be better than another 𝜋′ if the expected return from 𝜋 is at least as good as 𝜋′ in all states[78].
Mathematically, this is given by:

𝜋 ≥ 𝜋′ ⇐⇒ 𝑣𝜋 (𝑠) ≥ 𝑣𝜋′ (𝑠), ∀𝑠 ∈ S (2.12)
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There can be multiple optimal policies 𝜋∗, but this partial ordering (eq. (2.12)) makes it necessary
that for each, the expected reward is the same in all states. Optimal state-value 𝑣∗(𝑠) and optimal
action-value 𝑞∗(𝑠, 𝑎) functions are therefore defined such that 𝑣𝜋∗ is 𝑣∗ and 𝑞𝜋∗ is 𝑞∗:

𝑣∗(𝑠) � max
𝜋

𝑣𝜋 (𝑠) (2.13)

𝑞∗(𝑠, 𝑎) � max
𝜋

𝑞𝜋 (𝑠, 𝑎) (2.14)

The Bellman optimality equations

The Bellman optimality equations are then simply the Bellman equations but under an optimal policy
𝜋∗. Intuitively, to achieve the maximum value in any state, the optimal policy must choose the action
that provides the maximum expected reward[78] (fig. 2.4), and are therefore calculated by:

𝑣∗(𝑠) = max
𝑎

∑︁
𝑟

∑︁
𝑠′

P𝑎𝑟
𝑠𝑠′ [𝑟 +𝛾𝑣∗(𝑠′)] (2.15)

𝑞∗(𝑠, 𝑎) =
∑︁
𝑟

∑︁
𝑠′

P𝑎𝑟
𝑠𝑠′

[
𝑟 +𝛾max

𝑎′
𝑞∗(𝑠′, 𝑎′)

]
(2.16)

s

a0 a1

s’0 s’1 s’2 s’3

r0 r1
r2 r3

s, a

s’0 s’1

a’0 a’1 a’2 a’2

r0 r1

v*(s) q*(s, a)

Weighted by 

Weighted by 

max
a

 taken

max
a

 taken

Iterate states/rewards Iterate actions
Submaximal values Maximal values

Figure 2.4: Backup diagrams show the Bellman optimality equations select the most rewarding action

Given 𝑣∗, the optimal policy 𝜋∗ can be found by assigning non-zero probability only to actions that
maximise the Bellman optimality equation. Accordingly, a greedy one-step search is optimal, as 𝑣∗

already accounts for the future behaviour. The best short-term action will also maximise long-term
reward[78].

Simpler still, choosing any action maximising 𝑞∗ in each state is an optimal policy 𝜋∗. This avoids a
one-step search, with the action values effectively caching its results. At the expense of memory of
storing all the state-action combinations, 𝑞∗ allows choosing the optimal action with no knowledge of
the following states: i.e. without knowing anything about the environment’s dynamics[78, 86].

However, finding 𝑣∗ or 𝑞∗ is challenging and sometimes infeasible even with an accurate model of the
environment’s dynamics. For a game such as chess, there is an estimated 1043 possible moves[72],
so the enormous computational cost required and memory constraints prevent a solution from being
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found. Consequently, RL methods often iteratively apply the Bellman equation to approximate 𝑞∗

and 𝜋∗[88].

2.1.2 Temporal Difference Learning

Temporal difference (TD) learning is an idea that is central and novel to reinforcement learning (RL)
that combines ideas from both Monte Carlo[70] methods and dynamic programming[5]. It’s an itera-
tive method that learns directly from experience and uses bootstrapping to update estimates of current
states based on the estimates of subsequent states, without needing to wait for a final evaluation[78].

2.1.3 Q-Learning

Q-Learning was an early breakthrough in TD learning[78, 88], producing an action-value function 𝑄

that directly approximates 𝑞∗ independent of the policy being followed through the update function:

𝑄(𝑆𝑡 , 𝐴𝑡) ←𝑄(𝑆𝑡 , 𝐴𝑡) +𝛼
[ TD taget︷                       ︸︸                       ︷
𝑅𝑡+1 +𝛾max

𝑎
𝑄(𝑆𝑡+1, 𝑎) −𝑄(𝑆𝑡 , 𝐴𝑡)︸                                       ︷︷                                       ︸
TD error, 𝛿𝑡

]
(2.17)

A learning rate, 𝛼, is used to weigh the influence of the recent TD error relative to those found
previously. When 𝛼 is small or stochastically decreasing so

∑
𝑡 𝛼𝑡 =∞,

∑
𝑡 𝛼

2
𝑡 <∞ holds, Q-Learning

is proven to converge to 𝑞∗[88]. An optimal policy 𝜋∗ can then be found as shown in section 2.1.1.

The algorithm is given in algorithm 1 and graphically illustrated in fig. 2.5. For a given state, an
action is chosen, generating a TD target from the reward received and the expected reward by picking
the best action in the next state based on the current estimates. This is fed back to the previous state
which updates through eq. (2.17). The algorithm then repeats, choosing an action in the next state,
however, since Q-learning is off-policy this isn’t required to be the perceived maximal action[78, 88].

St

At = a0

At = a1

At = a2

St+1

At+1 = a0

At+1 = a1

At+1 = a2

Q(St,a1) chosen Rt+1 received

Q(St,a1) updated
max Q(St+1,a) not taken

a

Q(St+1,a1) chosen

Component making up TD target
Action not taken
Action taken

Figure 2.5: Q-learning passes back TD target, enabling state update to occur progression to next state
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Algorithm 1 Q-Learning (off-policy TD control) for estimating 𝜋 ≈ 𝜋∗ [78]
1: Initialise 𝑄(𝑆, 𝐴) for all 𝑆 ∈ S , 𝐴 ∈ A
2: for each episode do
3: Initialise 𝑆

4: for 𝑡← 1 to max timesteps do
5: Choose 𝐴 from 𝑆 using a policy derived from Q
6: Take action 𝐴, observe 𝑅, 𝑆′

7: 𝑄(𝑆, 𝐴) ←𝑄(𝑆, 𝐴) +𝛼 [𝑅 +𝛾max𝑎𝑄(𝑆′, 𝑎) −𝑄(𝑆, 𝐴)]
8: 𝑆← 𝑆′

Exploration vs exploitation

Despite the idea of choosing sub-optimal actions seeming to contradict the concept of an optimal
policy, it’s actually important to finding 𝜋∗[88]. Environments can be stochastic, and if an agent
picks an optimal action followed by a worse action, there’s a probability that the optimal action will
provide less reward on that occasion. If the agent then exploited this, subsequently choosing only the
action it’s estimated to be best, it would never discover that the first action is optimal. It’s necessary to
explore actions so repeated rewards are given, enabling state-action pairs to converge to their statistical
means. This leads to generally more accurately informed choices, increasing reward overall[78, 86].

Q-tables

A Q-table of size S ×A is used to store the value associated with each state-action pair in the Q-
learning algorithm (table 2.1). The appropriate values can be looked up from this table on each
timestep and used in eq. (2.17). Through repeated iterations, the Q-table’s values will converge on 𝑞∗

and by picking the maximal column (action) for each row (state) will provide an optimal policy[78,
88]. This is illustrated by the Q-table (table 2.1) for fig. 2.6, which after 100,000 iterations shows that
actions representing the optimal policy have maximum value. Furthermore, those that lead to falling
into the lakes have been assigned a value of -1, indicating they’re bad actions for those states.

S0 S1 S2 S3

S4 S5 S6 S7

S8 S9 S10 S11

S12 S13 S14 S15

Rewards:  Lake = -1,  Ice = 0,  Present = 1
S0 S1 S2 S3

S4 S5 S6 S7

S8 S9 S10 S11

S12 S13 S14 S15

Optimal Policy: π*

Figure 2.6: Illustration of Q-learning converging upon 𝑞∗ in the frozen-lake envrionment1

1Image found along with example at: https://gymnasium.farama.org/environments/toy_text/frozen_lake/

https://gymnasium.farama.org/environments/toy_text/frozen_lake/
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Q-Table
Actions

Left Down Right Up

States

0 0.9415 0.951 0.951 0.9415
1 0.9415 -1.0 0.9606 0.951
...

...
...

...
...

13 -1.0 0.9801 0.99 0.9703
14 0.9801 0.99 1.0 0.9801
15 0.0 0.0 0.0 0.0

Table 2.1: Q-table of state-action values once 𝑞∗ is converged upon in the frozen-lake envrionment1

2.1.4 Model-Based and Model-Free Reinforcement Learning

Model-Free

Value/Policy

Experience

Acting Learning

Model Based

Value/Policy

Experience Model

Acting
Direct


RL

Model Learning

Planning

Figure 2.7: Model free vs model based behaviours

TD learning methods are model-free (MF), meaning they can learn directly from an experience with-
out a model of the environment[78]. However, there are alternate model-based (MB) approaches
where the agent has an internal representation predicting how the environment will transition in re-
sponse to their actions. This enables planning based on the anticipated next state and the reward from
different choices[78] (fig. 2.7).

Real experience in planning agents can be used to improve the Model: model learning. Direct RL

and indirect RL are methods where the value function is updated either directly, or indirectly through
the Model. Both indirect and direct methods have advantages and disadvantages. Indirect methods
generally achieve better policies using fewer environmental interactions, while direct methods are
typically what is seen in humans. Therefore, these especially apply to this project’s goal of modelling
addiction[78, 86].

In model-based learning, the model’s quality is paramount. However, building an accurate model
of real-world scenarios is often challenging. Stochastic environments and limited samples being
observed can lead to a model being an imperfect approximation. When this is the case, the planning
process will have misinformed value estimates and will likely compute a suboptimal policy[78].

Advantages and disadvantages exist when exclusively using MF and MB methods (table 2.2). Hybrid

models overcome this by integrating elements from both to give a complementary solution. This
combined approach mitigates many drawbacks but at the expense of increased design complexity[74].
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Model-free Model-based
Advantages • Computationally efficient

• Robust to model inaccuracies
• More sample efficient
• Better generalisation to new tasks
• Better performance when dynamics change

Disadvantages • Poorer sample efficiency
• Poorer generalisation
• Limited planning/reasoning

• Requires accurate model
• Can be more computationally expensive
• Less practical for high-dimensional state/action
spaces

Table 2.2: Pros and cons of model-free and model-based methods

2.2 Reinforcment Learning in Psychology and Neuroscience

Since reinforcement learning (RL) is inspired by animal learning, unsurprisingly there are consid-
erable parallels between the computational understanding and the neural basis of reward-related
learning. Particularly, ideas of optimising return over an extended period is a key feature in human
learning[49, 71].

2.2.1 Classical Conditioning

Pavlov first identified the ability to associate new stimuli with innate reflexes, now known as classical
conditioning[56]. Figure 2.8 shows how an unconditional response to an unconditioned stimulus,
such as a dog salivating when seeing food, can be associated with a neutral stimulus, such as the tone
from a whistle, through repeated paired exposure. This leads to the whistle becoming a conditioned
stimulus, which alone produces a conditional response of the dog salivating[56]. These associations
are acquired in human learning, enabling anticipation of upcoming events and how best to react[24].

Classical Conditioning

Before Conditioning During Conditioning After Conditioning

Conditioned 
Stimulus

Unconditional  
Response

Conditioned 
Response

No Response

Neutral 
Stimulus

Unconditioned 
Stimulus

Figure 2.8: Classical conditioning showing a natural stimulus becoming a conditioned stimulus1

Blocking

Blocking (fig. 2.9) is the phenomenon in classical conditioning when a previously learned association
between a conditional stimulus and response prevents an animal from learning a secondary condi-
tional response to an unconditional stimulus when all three are presented together[33, 46, 65].

1Image adapted from: https://www.verywellmind.com/classical-conditioning-2794859

https://www.verywellmind.com/classical-conditioning-2794859
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Blocking

Before Conditioning During Conditioning After Conditioning

Secondary 
Stimulus

Unconditional  
Response

No Response

Conditioned 
Response

No Response

Neutral 
Secondary 
Stimulus

Unconditioned 
Stimulus

Figure 2.9: Blocking is a failure to learn potential secondary conditional stimulus1

Spontaneous recovery

Spontaneous recovery is one aspect of classical conditioning that is particularly relevant to addic-
tion. It is the sudden reemergence of a learned response after a period of extinction when the previ-
ously conditioned and unconditioned stimuli are once again presented together[66]. This can explain
cue-triggered relapse where re-exposure to environmental cues previously associated with addictive
behaviour causes the re-uptake of problem behaviours after a period of abstinence[19, 53].

2.2.2 Instrumental conditioning

As summarized at the start of section 2.1, instrumental/operant conditioning is the concept that be-
haviours are learned contingent on the reward received[76, 78]. This was first shown by early experi-
ments by B.F. Skinner and Edward Thorndike[75, 80], which tested animal response frequency based
on reward and punishment (fig. 2.10). Essential aspects of RL algorithms are related to instrumental
conditioning, notably, how they’re selectional and associative, exploring different options and then
choosing those that produce the best outcome associated with the agent’s situation[78].

Instrumental/Operant Conditioning

Motivation to repeat  
rewarding behaviours

Deterred from actions that  
are unrewarding/penalised 

Figure 2.10: Instrumental conditioning shows behaviour is contingent on the quality of its outcome1

There’s a close relation between Thorndike’s Law of Effect[79, 80, 81] and the TD update given
by equation (2.17), despite TD learning aligning closer to modern learning theories suggesting that
reward prediction errors (RPEs) are more fundamental to behavioural change[65, 82]. Humans use
instrumental conditioning across society (e.g. in schools), with reward/punishment structures being

1Image adapted from: https://www.verywellmind.com/operant-conditioning-a2-2794863

https://www.verywellmind.com/operant-conditioning-a2-2794863
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commonplace. Therefore, humans must have a biological reward signal analogous to those used in
RL, which we do in the form of dopamine.

2.2.3 Dopamine as a Reward Signal

Dopamine is a neurotransmitter playing a critical role in the brain’s reward system, signalling TD er-
rors in brain regions such as the striatum, prefrontal cortex, and cerebral cortex[51]. Phasic dopamine
is therefore analogous to 𝛿𝑡 in TD learning (eq. (2.17)). Despite these complex and interconnected
brain structures, this relationship suggests that a reductionist understanding provided by RL simula-
tions could be useful in reconciling some features of addiction[78].

Reward prediction error

As stated above, early classical theories proposed that reward-directed learning depends on the tempo-
ral contiguity between stimuli and reward[56, 81]. However, most modern learning theories contrast
this, stating that learning is influenced by prediction errors[46, 57, 65, 82]. The reward prediction er-

ror (RPE) hypothesis of dopamine neuron activity proposes that phasic dopamine release delivers an
error signal between an old and new estimate of expected reward[51, 78]. This RPE drives decision-
making towards actions resulting in better outcomes. Findings from neuroimaging studies to animal
models have provided experimental support for this being a key mechanism in animals, including hu-
mans’ ability to adapt to new environments[16, 82]. However, substance use disorders (SUDs) could
involve drugs that directly or indirectly stimulate dopamine and lead to incorrect RPEs. As a result,
the behaviour could be treated favourably, despite potentially being suboptimal[4, 61, 87].

2.2.4 Cognitive Maps, Habitual and Goal-Oriented Behaviour

Model-based RL methods have elements in common with human cognitive maps[83]. These are
mental representations created by interacting environments, enabling people to plan and execute
actions[78]. Similar to in MB learning methods, research in humans suggests that cognitive maps are
used for decision-making, and updated and refined through new experiences and learning[37] (fig. 2.7).

The distinction between MF and MB based methods further relates to the distinction between ha-
bitual and goal-oriented behaviours in humans[43, 63]. Habits are behaviours that are triggered and
performed mostly automatically, responding quickly to input from an accustomed environment and
making it challenging to adapt the behaviour in response to change[78]. This is reflected by algo-
rithms such as Q-learning, which can quickly learn the correct responses for a given environment,
but then struggle to generalise this to new environments (table 2.2). Conversely, goal-oriented be-
haviour relies on aspects related more to MB behaviour, like planning. It’s more adaptable but relies
on understanding how the world is likely to respond to your actions[13].

Addiction is made up of a complex interaction MF and MB behaviours[26], with neither being able to
fully capture all aspects alone. Furthermore, it’s thought that addiction can alter the balance between
MF and MB control, resulting in impulsivity and increased risk-taking. This increases the challenge
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in modelling addiction and means simplifications must be made[44, 62, 36].

To overcome some of these challenges, dual-process models, a more general form of hybrid Model,
attempt to integrate these two distinct cognitive processes underlying decision-making. Such a com-
bined approach should more realistically model the intuitive habitual system, its link to dopamine, and
the slower more deliberative goal-driven system that often is linked to seeking addictive behaviours[74].

2.2.5 Neuroscience of addiction

Addiction involves both genetic and environmental factors and results in changes to the brain’s reward
and motivation systems. Addictive actions can directly or indirectly release dopamine, such as in the
case of SUD, producing a pleasurable experience in the short term[61]. However, with repeated
exposure, the reward system becomes deregulated and the behaviour can become compulsive[32, 40].

The pre-frontal cortex, which is responsible for decision-making, impulse control and judgement,
undergoes structural changes in response to addiction. This makes it harder for those with addiction
to resist cravings and increases the likelihood of relapse[22, 41].

Finally, addiction can alter the brain’s limbic system, which regulates emotions and memory. This
can make it easier for individuals to form positive associations with addiction, further reinforcing it
even when it’s ultimately becoming destructive[45].

Overall, a holistic RL simulation should try to account for each of these factors and account for the
interplay between the model-free and model-based components of human decision-making. This
will make the results more applicable to real-world understanding of risk factors and treatments,
benefitting those with both behavioural and pharmacological addictions.



3 Design

This chapter aims to summarise the design of the neurocomputational simulations created in this
project. It does this by first presenting two pre-existing designs that were extended upon, highlighting
their respective benefits and limitations in the hope that this makes the project’s dual process design
more understandable. The dual process design will integrate an action evaluation function from the
pre-existing models, along with a state classification mechanism from Pettine’s (2023) study on hu-
man latent-state generalisation[59]. This will produce a more holistic simulation capable of reproduc-
ing a more comprehensive range of addiction characteristics. It will indicate how the introduction of a
model-based (MB) component can overcome issues associated with purely model-free (MF) designs
and enable both behavioural and pharmacological addictions to be predicted, as well as additional
features of addiction such as cue-triggered relapse.

3.1 Why Traditional RL Algorithms Fail to Capture Addiction

Addiction is a multifaceted problem consisting of complex behaviours linked to factors such as com-
pulsion, relapse and irrationality. It’s characterised by maladapted behaviour, even in the face of
negative consequences such as physical or social harm[3]. As a result, traditional reinforcement
learning (RL) algorithms that always choose the optimal reward aren’t inherently capable of captur-
ing addiction, as many of its features are beyond the ability of simple reward-based learning[63].

However, since addictive behaviours are hypothesised to access the same neural circuitry as nat-
ural reward[49, 78], it is possible to adapt temporal difference (TD) RL methods to simulate the
reward prediction errors (RPEs) produced by dopamine and predict the adoption and maintenance
of addiction[14, 61, 78]. Furthermore, by encompassing both MF and MB aspects of human be-
haviour, the dual process model can capture the complex relationship between cues, actions and ex-
pected reward[48, 74, 63]. Additionally, this enhancement can explain compulsivity in behavioural
addictions that don’t share the pharmacologically induced dopamine increase seen in substance use
disorders (SUDs)[12, 34, 35, 60]. This facilitates its use across a broader range of applications, such

State Classification Value Evaluation

Redish (2004)

Redish (2007)

Dezfouli (2009)

Pettine (2023)

Dual Process Model  
(Project)

Figure 3.1: Influence of the pre-existing designs in this project’s dual process model
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as modelling gambling and social media addiction.

3.2 Simulating Addiction Through Transient Dopamine Increase

Redish (2004) built upon the first of these ideas, noting that addictive drugs produce transient in-
creases in dopamine[67]. He, therefore, created a TD RL agent with an additional non-compensable
drug-induced dopamine increase encoded into the value function. As a result, this research constructs
an agent that inappropriately chooses addictive stimuli over potentially more rewarding actions[61].

Redish used an alternate form of the TD error that also discounts the reward received:

𝛿𝑡 = 𝛾 [𝑅𝑡+1 +𝑉 (𝑆𝑡+1)] −𝑉 (𝑆𝑡) (3.1)

By incorporating a non-compensable reward for drug receipt and modifying the Q-learning algorithm
in eq. (2.17) to align with the discounting changes from eq. (3.1), an updated version of the TD error
can be obtained accounting for the dopamine surge:

𝛿𝑐𝑡 = max
(
𝛾

[
𝑅𝑡+1 +max

𝑎
𝑄(𝑆𝑡+1, 𝑎)

]
−𝑄(𝑆𝑡 , 𝐴𝑡) +𝐷 (𝑆𝑡), 𝐷 (𝑆𝑡)

)
(3.2)

The Q-learning update can remain unchanged other than including 𝛿𝑐𝑡 :

𝑄(𝑆𝑡 , 𝐴𝑡) ←𝑄(𝑆𝑡 , 𝐴𝑡) +𝛼𝛿𝑐𝑡 (3.3)

The 𝐷 (𝑆𝑡) term models the phasic dopamine activity induced by the pharmacological effects of drug
receipt. It’s notable that when 𝐷 (𝑆𝑡) = 0, Redish’s 𝛿𝑐𝑡 from eq. (3.2) reduces to 𝛿𝑡 from eq. (3.1).
Since natural rewards don’t provide dopamine surge, 𝐷 (𝑆𝑡) = 0, in the adapted model these actions
continue to converge upon the value defined by their expected reward[61, 78]. However, in states
representing drug administration 𝐷 (𝑆𝑡) > 0 and the modified 𝛿𝑐𝑡 removes the error correcting feature
of TD learning through the outer maximisation. This means 𝛿𝑐𝑡 cannot be cancelled out due to changes
in the value function and can lead to the value of addictive states increasing without bound. Since
Q-learning uses bootstrapping, after repeated exposure to drugs, this reward propagates throughout
the Q-table can cause the agent’s optimal policy to be seeking out drug consumption in preference to
all other actions[61, 78].

However, because Redish’s model’s policy is to choose actions in proportion relative to their predicted
value, the unbounded increase doesn’t mean that drugs are always selected over natural rewards. The
likelihood of drug receipt depends on the contrasting natural reward values of the states leading to
drug consumption[61]. This aligns with psychological studies in both animals and humans, showing
that the quality of alternatives can reduce the uptake and continuation of drug addiction. Rats in
environments with plentiful natural rewards such as food and sex have significantly reduced chances
of self-administering cocaine or morphine[27, 52, 69]. Similarly, in humans, the monetary value of
food vouchers is correlated with increasing periods of abstinence from cocaine abuse[28, 61].
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Redish’s model satisfactorily establishes the link among neural mechanisms of decision-making,
drug-induced alterations, and behavioural evidence[14]. It goes some way to explaining the tran-
sition into compulsive drug taking and the successes and failures of voucher schemes that predict
vouchers will be most effective if used as an early intervention[63].

Nevertheless, Redish’s model’s simplicity leads to its shortcomings. The unbounded nature of drug-
induced reward cannot reasonably reflect the biological mechanisms in our brain which have finite
dopamine[14]. Furthermore, the model cannot predict blocking since the new neutral stimulus will
always be associated with the positive error signal, which results from the ever-increasing reward[33].
Most importantly, the model doesn’t address the reduced motivation for natural rewards and decrease
in natural reward processing that can result from repeated drug exposure[31]. The model predicts
natural reinforcers maintain their reward after drug experience, which is inconsistent with clinical
trials that show long-term changes in the processing of rewards in humans and animals addicted to
cocaine[1, 14].

3.3 An Improved Approach to Modelling Addiction

Dezfouli’s (2009) research[14] improves the value function provided by Redish’s (2004) design[61],
building upon the same hypothesis of drug addiction directly increasing dopamine, with increased fo-
cus on the long-lasting dysregulation of the reward processing system as a result of SUDs[14, 40]. It
overcomes problems with the previous model, capturing blocking and introducing a maximal basal re-
ward level for addictive actions to reflect dopamine more realistically. Moreover, Dezfouli’s extended
model captures the progressive elevation of the reward threshold with long-term drug consumption,
making it consistent with experiments showing a reduction in natural reward perceived after prolonged
abuse[18, 21].

To do this, Dezfolui built upon Daw’s (2003) model[11], based on average reward RL[47]. This
represents state-action values as the sums of differences between observed and average reward[14]:

𝑄(𝑆𝑡 , 𝐴𝑡) = 𝐸

[ ∞∑︁
𝑖=𝑡

(𝑅𝑖+1− �̄�𝑖) | 𝑆𝑡 , 𝐴𝑡

]
(3.4)

where �̄�𝑡 is the exponentially weighted moving average of experienced reward defined by:

�̄�𝑡+1← (1−𝜎) �̄�𝑡 +𝜎𝑅𝑡+1 (3.5)

In the case 𝜎≪ 𝛼, this would produce a TD error defined by:

𝛿𝑡 = 𝑅𝑡+1 +𝑉 (𝑆𝑡+1) −𝑉 (𝑆𝑡) − �̄�𝑡 (3.6)

Under this error, at each time step 𝑡, if no rewarding action is taken, the reward is perceived to be
a loss of �̄�𝑡 , which the agent interprets as missing out on gaining the expected reward. This value
function, therefore, guides action selection to 𝜋∗ based on maximising the expected reward per time
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step[14]. Through �̄�𝑡 , the basal reward level is determined, which prevents the unbounded growth
seen in Redish’s model when estimating reward from substance use. Daw proposed that �̄�𝑡 represents
the tonic dopamine level in our brains: the baseline level of dopamine which helps regulate motor
function, mood, and motivation[11]. It’s neurologically best to think of �̄�𝑡 as the level at which phasic
rewards 𝛿𝑡 are measured against. However, as TD RL mediates reward through the error signals, it’s
reasonable to consider this computationally as the level relative to which rewards are measured[14].
To decrease the sensitivity to natural reward with prolonged drug intake, it’s necessary to elevate the
basal level �̄�𝑡 beyond the normal threshold[18, 21]. A factor 𝜅 is therefore introduced to represent the
level of deviation from the baseline �̄�𝑡 , giving a biased basal reward level through:

𝜌𝑡 = �̄�𝑡 + 𝜅𝑡 (3.7)

The 𝜅𝑡 component models the prolonged effect of drug-taking on the system:

𝜅𝑡+1 =
(1−𝜆)𝜅𝑡 +𝜆𝑁𝑑 if drug state

(1−𝜆)𝜅𝑡 else
(3.8)

where 𝑁𝑑 is the maximum level of deviation, and 𝜆 ≪ 𝜎 controls the speed of devation. Initially, 𝜅𝑡
starts at a stable level of 0, where it remains unless an action representing drug consumption is taken.
If this occurs, the deviation increases slightly, raising the basal threshold as a consequence. Through
repeated drug exposures, this has the effect of gradually decreasing the agent’s sensitivity to reward.
When natural rewards are taken the deviation decreases slightly, reducing the alterations caused by
the drug exposure. This means if no drugs are consumed, the basal level will correct itself over time.

Substituting 𝜌𝑡 from eq. (3.7) in place of �̄�𝑡 in eq. (3.5) and eq. (3.6) gives:

�̄�𝑡+1← (1−𝜎)𝜌𝑡 +𝜎𝑅𝑡+1 (3.9)

𝛿𝑡 = 𝑅𝑡+1 +𝑉 (𝑆𝑡+1) −𝑉 (𝑆𝑡) − 𝜌𝑡 (3.10)

Combining the new error signal in eq. (3.10) with Redish’s 𝛿𝑐𝑡 in eq. (3.2), Dezfouli’s model gives:

𝛿𝑐𝑡 = max
(
𝑅𝑡+1 +max

𝑎
𝑄(𝑆𝑡+1, 𝐴𝑡) −𝑄(𝑆𝑡 , 𝐴𝑡) +𝐷 (𝑆𝑡), 𝐷 (𝑆𝑡)

)
− 𝜌𝑡 (3.11)

Note that since 𝜌𝑡 is not related to phasic dopamine activity, being independent of drug-based stim-
ulation, it is not included inside the max operator. To keep the model consistent, it’s necessary to
account for 𝐷 (𝑡) in the average reward (eq. (3.9)). This requires updating the reward experience at
each time step based on eq. (3.10), replacing 𝑅𝑡+1 in eq. (3.9) with:

𝑅𝑡+1 =
𝛿

𝑐
𝑡 −𝑉 (𝑆𝑡+1) +𝑄(𝑆𝑡 , 𝐴𝑡) + 𝜌𝑡 if drug state

𝛿𝑡 −𝑉 (𝑆𝑡+1) +𝑄(𝑆𝑡 , 𝐴𝑡) + 𝜌𝑡 else
(3.12)

Overall, this model is reasonably good, producing an agent that can incorrectly choose addictive
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behaviours over more rewarding actions and result in compulsive drug taking. It maintains the advan-
tages of Redish’s (2004) model while overcoming some of its flaws. Importantly, it doesn’t require
an unbounded reward, making it more concrete and explainable at the neuronal level[14]. It also
stimulates the decrease in reward sensitivity seen in those with prolonged drug exposure[18, 21].
These both reflect the alteration in the brain’s reward systems, biologically interpretable as the model
predicting brain plasticity, a key feature of learning.

Furthermore, the model can predict the blocking effect for drug rewards, and increasing impulsive
choice as a result of addiction. The direction of causation between drug addiction and increased
impulsivity isn’t straightforward and depends on the drug being used. There have been several studies
supporting that cocaine use leads to increased impulsivity[6, 55]. As cocaine is the basis for both
Redish’s and Dezfouli’s models, seeing the effect emerge from the abnormal elevation of the basal
reward level could be seen as an advantage of the design.

Finally, rather than discounting exponentially as in the case of the eq. (2.17) and eq. (3.1), Dezfouli’s
TD error in eq. (3.10), 𝛿𝑐𝑡 , discounts hyperbolically. This is consistent with results in human decision-
making[2], reinforcing the biological basis of Dezfouli’s design and increasing the plausibility and
applicability of its predictions.

Nevertheless, there are still drawbacks to this design with several stemming from the agent’s lack of
a model. This means that the transition of control from the goal-oriented to the habit-based brain
system cannot be accurately modelled. Multi-process frameworks of decision making[62, 74] must
be used to overcome this, and they are an important step to an understanding the effect on different
brain regions throughout the various stages of addiction[14].

Another crucial aspect of addiction that cannot be predicted is relapse. Standard TD learning models
don’t differentiate learning and unlearning. This means, despite being able to characterise the slow
decrease in values associated with extinction of behaviour, they cannot capture the spontaneous re-
covery when it is renewed[63]. Therefore, in the pre-existing models, learning occurs at the same
rate as before exposure to drugs, and relapse is not shown. Extinction must be about learning more,
rather than removing what’s been previously learned, an effect that cannot be captured by TD RL
and consequently mandates a MB component, such as that in this project’s dual process model, to be
simulated accurately.

3.4 A Dual Process Model Capturing Cue Triggered Relapse

The RL algorithms used in the pre-existing designs have relied on the fact that TD learning converges
to an optimal policy 𝜋∗ in a world that is completely described and stable. However, this doesn’t
reflect the real world, where a multitude of information is processed to derive our current situation.
It’s necessary for us to identify what’s important, what’s not, and infer hidden information from our
surrounding environment to categorise ourselves into a state based on prior experience sharing similar
properties[63]. Practically, this means our internal states represent salient observations, including
notable events and environmental configurations. As with RL, the value in each state is represented
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as a time-discounted sum of future reward[25, 78, 86], enabling us to make informed choices based
on our expectations of the outcomes from each of our actions[63].

Redish (2007) proposed a model consisting of two processes: a TD RL evaluation function deter-
mining the value of taking an action given a certain state, and a situation recognition mechanism that
categorises observable cues based on known situations[63]. Having been in contact with Redish, the
recommendation was made for the dual process model in this project to build a classification com-
ponent from a preprint of Pettine’s (March 2023) work on latent-state learning[59]. This simulates
how people approximate external environments with simplified internal representations based on ex-
perience, and how these can then be generalised to new situations[59]. The building blocks of the
internal model are latent causes, explanatory constructs that can be inferred from the environment
and partition observations into coherent clusters[20].

Combined with the previous designs[14, 61], this gives both a value evaluation component through
eq. (3.11), and a state classification mechanism through internal latent-states[59]. The integration
between these two components is illustrated in figure 3.2. New states are produced when the conse-
quences of an action provide significantly less reward than would be expected in the current context.
This adds to the body of previous experience, and enables new, similar observations to be classi-
fied in future. Through the state expansion mechanism, acquisition, extinction and relapse can be
predicted[14, 63]. Initially, the addictive behaviour is acquired by associating cues from the context
with the reward provided. This builds an internal representation of the expected outcome of addictive
behaviour. During extinction, a new, parallel state space is created containing different estimates for
the same behaviours. Consequently, when the agent is re-exposed to the cues related to addictive
choice, its internal model returns to the initial space, relapsing back into addiction[63].
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Figure 3.2: The dual process model unifies state classification and value evaluation components
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3.4.1 State Classification

On each time step, the environment provides a multi-dimensional cue 𝑐(𝑡), e.g. [0,1,1], distorted
with a small amount of noise 𝜉bl to the agent. This is compared with each idealised internal state, to
predict how the cue can be best generalised to an internal representation based on prior experience.

Context Recognition

To estimate the context, it’s necessary to find how surprising an association between each state and
the cue is[59]. First the distance from each states’ prototype 𝜇 and the cue 𝑐(𝑡) is calculated:

𝑍𝑖 (𝑐(𝑡)) = 𝑤𝐴 (1− 𝜉bl) (𝑐(𝑡) − 𝜇𝑖) (3.13)

where 𝑤𝐴 (defined in eq. (3.21) implements the top-down attention representing the cue weight,
altered based on a weighting function 𝑤𝑘 (defined in eq. (3.20)) that depends on the reward history
𝛿 (defined in eq. (3.24)). 𝜉bl represents a linear function that reduces the distance between cues and
internal states, representing decision uncertainty or other factors bringing stimuli and internal states
closer in a perceptual space[59]. For each 𝑍𝑖 (𝑐(𝑡)) the Mahalanobis distance is calculated:

𝐷2
𝑖 (𝑐(𝑡)) = 𝑍𝑖 (𝑐(𝑡))𝑇Ω𝑖𝑍𝑖 (𝑐(𝑡)) (3.14)

where Ω𝑖 is the precision matrix, the inverse of the covariance matrix (
∑−1

𝑖 ) of a multivariate distri-
bution. This is then transformed into a Gaussian distribution, normalised so ∀𝑤𝑘 = 1, that measures
the probability a cue 𝑐(𝑡) could be produced by a multivariate normal of 𝑛𝑐 dimensions, centred at 𝜇𝑖
and with covariance matrix

∑
𝑖. From this an activation for the state can be calculated:

𝑃(𝑐(𝑡) |𝑆𝑖) ∝
1√︁

2𝜋𝑛𝑐 |∑𝑖 |

(
−1

2
𝐷2

𝑖 (𝑐(𝑡))
)

(3.15)

The surprise for each state can then be given as:

𝐹 (𝑆𝑖) = − ln𝑃(𝑐(𝑡) |𝑆𝑖) (3.16)

When a cue is given by the environment, the surprise is calculated for each internal state through
eq. (3.16). All states exceeding a threshold 𝜉th are then discounted from the set of state candidates.

Feature attention

If there are multiple candidate states for a cue, a discriminative step is taken weighting each feature
of the cue to maximally differentiate between potential states[59]. This means if a feature is common
across numerous contexts, it will be paid less attention than one unique to a certain situation. This
is implemented through the computation of mutual information (MI) for each cue (eq. (3.19)) which
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first involves calculating the entropy of cue 𝑘 , across all states:

𝐻 (𝐶𝑘 ) =
∑︁
𝑡

𝑃(𝑐𝑘 ) log2 𝑃(𝑐𝑘 (𝑡)) (3.17)

where 𝑃(𝑐𝑘 (𝑡)) is the probability of cue 𝑘 based on the results from past trials up to the time 𝑡. 𝐶𝑖 is
the matrix of all cue vectors up to time 𝑡 in the memory of state 𝑆𝑖. The entropy of a cue vector for
each individual state can be calculated with:

𝐻 (𝐶𝑖
𝑘 ) = 𝑃(𝑆𝑖)

∑︁
𝑡∈𝑆𝑖

𝑃(𝑐𝑘 ) log2 𝑃(𝑐𝑘 (𝑡)) (3.18)

where 𝐶𝑖
𝑘

is a slice of 𝐶𝑖 for feature 𝑘 . The agent calculates the MI between each cue with:

𝐼𝑀 (𝐶𝑘 ,S) = 𝐻 (𝐶𝑘 ) −
∑︁
𝑖

𝐻 (𝐶𝑖
𝑘 ) (3.19)

The mutual information (MI) is defined as the increase in entropy in the observed cue distribution.
It’s a vector containing the 𝐼𝑀 value for each feature across all internal states. Intuitively, the mutual
information measures the dependence between the cue’s feature and the cue. Low mutual information
indicates that the feature isn’t very relevant or informative. Alternatively, high mutual information
indicates that attention should be increased for that feature[59].

The agent modulates the MI of cues based on its reward history 𝛿 (eq. (3.24)):

𝑤𝑘 = 0.5+0.5tanh
𝐼𝑀 (𝐶𝑘 , 𝑆) −0.5

𝜉cw
(3.20)

𝑤𝑒
𝑘 =

(
1+ tanh

𝛿

𝜉DB

)
𝑤𝑘 − tanh

𝛿

𝜉DB

𝑤𝐴 = (1− 𝜉distortion)𝑤𝑒
𝑘 + 𝜉distortion (3.21)

where 𝜉cw controls the slope of the sigmoid curve, and 𝜉DB is a standard squashing parameter control-
ling the rate at which changes in 𝛿 change 𝑤𝐴. The idea behind this modulation is that if the current
internal states of the agent do not correspond well to any of the latent states, then the agent should
attend more to cues. This occurs since as 𝛿𝑡 → −∞, tanh 𝛿

𝜉DB
→ −1 and 𝑤𝐴 → 0, it increases the

attention given. In contrast, as 𝛿𝑡→ 0, tanh 𝛿
𝜉DB
→ 0 and 𝑤𝐴→ 𝑤𝑘 , it reduces the attention paid[63].

State estimation and creation

A list of suitable state candidates can be found using eq. (3.13) with the top-down attention 𝑤𝐴

modulated by the discriminative attention weights as described in eq. (3.21). If there are no candidates
under a threshold surprise 𝜉th, a new state 𝑆𝑁 is appended to the 𝑁 current internal states, centred at
𝜇𝑁 = 𝑐(𝑡) and with a spherical covariance matrix

∑
𝑁 with variance 𝜎0

𝑁
= 25. A burn-in time of 𝑛

observations is applied to each new state 𝑆𝑁 , after which 𝜇𝑁 and
∑

𝑁 are updated respectively as the
mean and covariance matrix of all cues classified as 𝑆𝑁 . This causes states with stable observations to
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tighten their variance, while those with variable observations will increase it to cover a broader range
in cues[63]. When multiple internal states were found to be below the surprise threshold, the agent
employs a standard asymmetric softmax function across all candidates to estimate the most likely
internal state:

𝑃(𝑆𝑡 |𝑐(𝑡)) =
𝑒𝜂𝑆𝑛𝑃(𝑐(𝑡) |𝑆𝑖)∑
𝑖 𝑒

𝜂𝑆𝑑𝑃(𝑐(𝑡) |𝑆𝑖)
(3.22)

𝜂𝑆𝑛 and 𝜂𝑆𝑑 are the “temperature” parameters that alter how sharp the softmax function is. Since
two parameters are used, it enables control over the balance between selecting high-scoring and low-
scoring states. Overall, these values, therefore, govern the exploration/exploitation trade-off for state
selection. When 𝜂𝑆𝑛 is high and 𝜂𝑆𝑑 is low, it emphasises the low-surprise states, encouraging the
exploitation of the best options. Conversely, when 𝜂𝑆𝑛 is low and 𝜂𝑆𝑑 is high, the agent explores more
with the shallower curve, providing a wider distribution across the values. Being able to alter this
exploration and exploitation is especially useful when done in relation to 𝛿, incentivising the agent to
take more risks when the policy is unclear or is performing poorly, then become more conservative as
it becomes more confident of the relationship between cues and states.

3.4.2 Agent Value Evaluation

Once the agent has predicted its internal state based on the cue, an action is chosen based on policy 𝜋

and a reward will be returned from the environment. This is used to update both the Q-table value for
the internal state 𝑄(𝑆, 𝐴) and the reward history 𝛿.

Action Selection

Like with the state selection, the policy for action selection uses a standard asymmetric softmax
function based on the predicted values for the internal representations, 𝑄(𝑆𝑡 , 𝐴𝑡):

𝑃(𝐴𝑡 |𝑆𝑡) =
𝑒𝜂𝐴𝑛𝑄(𝑆𝑡 ,𝐴𝑡 )∑
𝑎 𝑒

𝜂𝐴𝑑𝑄(𝑆𝑡 ,𝑎)
(3.23)

As was the case in state selection, 𝜂𝐴𝑛 and 𝜂𝐴𝑑 control the exploration/exploitation trade-off, altering
how risk-taking the agent is in its chosen actions by the varying gradient of the softmax distribution.

State update

The reward prediction error (RPE) 𝛿𝑐𝑡 is taken from eq. (3.10) in the second design, to also capture
the influence of drug taking within this model. The update remains the standard update from the
first model given in eq. (3.3). Alongside this update, an history additional recorded an exponentially
decaying average of the recent adverse rewards:

𝛿 = 𝜉0𝛿(𝑡 −1) + 𝜉1 min(0, 𝛿𝑐𝑡 ) (3.24)
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where 𝜉0 and 𝜉1 alter the rate at which 𝛿 changes. Both fast and slow timescales are used to enable the
agent to distinguish between volatile and stable environments with low rewards. These were given by
𝛿fast and 𝛿slow and both were calculated as shown in 3.26. Initially, baselines were set for 𝜉0 = 0.99
and 𝜉1 = 1.5. Both timescales were then shifted using:

Δ𝜉0 = 𝜉0 +𝜔 (3.25)

Δ𝜉1 = 𝜉1
1−Δ𝜉0
1− 𝜉0

(3.26)

Again, fast and slow timescales are used, with 𝜔fast = −0.009 and 𝜔slow = 0.004. A 𝛿effective was
determined on each trial through the difference between the fast and slow timescales:

𝛿effective = min(0, 𝛿fast− 𝛿slow) (3.27)

with both 𝛿fast and 𝛿slow being reset to zero when a new internal state was created.

3.4.3 Capabilities Relative to the Pre-Existing Designs

This new model builds on the pre-existing designs, and therefore maintains all of their advantages,
but provides further features due to containing a model. Primarily, this enables it to simulate the
spontaneous recovery of a behaviour as a result of re-exposure to a context associated with the ad-
diction. It can, therefore, predict the effect of cue-triggered relapse[19, 53, 66]. It differentiates the
learning and unlearning process by creating a parallel state space, which causes re-exposure to move
the agent back into a situation overvaluing the problem behaviour, leading to it again being chosen
inappropriately.

Furthermore, this model can capture behavioural addictions that don’t stimulate the dopamine sys-
tem directly. This is beneficial in moving the model beyond pharmacological addictions that drive
increases in dopamine. Even within SUDs, dopamine isn’t the sole effect that makes drugs addictive,
and isn’t relevant to behavioural addictions. As indicated in the introduction, this has been focused
on less than drug addictions in research, so it could be particularly insightful with rising problematic
behaviours around gambling, overeating, social media, etc.

Nevertheless, some issues could still be addressed. The model doesn’t have any control over the
dosage of drug-taking activities, which limits its ability to create realistic simulations of tolerance and
withdrawal. Equally, the role of dopamine in aversive situations remains controversial, especially for
reward-related processing in mammals, including humans[78]. This means that tests examining the
role of punishment on addiction would need to be taken with caution since the model’s validity may
be limited for this.



4 Implementation

Having explained the mathematical details of the design, this chapter aims to focus on the technical
implementation, providing algorithms explaining some of its key features. Despite this project’s
research focus, there was a sizeable software engineering component. This involved the creation of a
custom OpenAI Gym[9] environment and a class to represent agents for each of the designs outlined
previously. Object-oriented programming practices[89] were used to ensure the implementations
were modular, flexible, and extensible. Hopefully, the foundations built could reduce the time required
to develop new simulations in future work and support productivity.

4.1 OpenAI Gym

OpenAI Gym is an open-source framework for developing and comparing reinforcement learning
(RL) algorithms. Alongside many standardised RL environments ranging the frozen lake example
given in the background (fig. 2.6) to Atari Games1, OpenAI Gym enables the development of custom
environments.

4.1.1 Core Environment Components

There are five key aspects that encapsulate most behaviour of an environment:

1. An observation space describing the format and number of states in the environment.

2. An action space defining the set of actions an agent can take in each state within the environment.

3. An internal reward function acting as a reward mapping over the actions and states.

4. A step function providing the dynamics of the environment. Given an action, this updates the en-
vironment’s state, returning a new observation, reward and flags indicating additional information
about the episode.

5. An optional render function displaying the environment in a graphical user interface (GUI).

Combined, these components provide a standardised interface for RL agents to interact with the envi-
ronment, enabling focus to be placed on agent development without needing to consider the specifics
of how the agent and environment communicate. This was particularly useful in this project, facilitat-
ing different design iterations to be tested in the same environment, ensuring consistency across the
experiments and simplifying the comparison of results.

4.1.2 Creating a custom environment

The creation of a custom environment involved extending the inbuilt gym.Env class, then creating
implementations for the properties and methods outlined above, shown in fig. 4.1 and algorithm 2.

1Examples can be found at https://gymnasium.farama.org/environments/atari/
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Environment Class Hierarchy

Gym.Env Addiction Env Behavioural Env

Figure 4.1: Class Hierarchy for the custom OpenAI Gym environment

Algorithm 2 Environment initialisation
Require: MAX STEPS
Ensure: 𝑆init ∈ S

1: Class ADDICTION ENV extends GYM ENV

2:
...

3: function CONSTRUCTOR(𝑁states, 𝑁states)
4: 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑆𝑝𝑎𝑐𝑒 ← 𝑁states
5: 𝐴𝑐𝑡𝑖𝑜𝑛 𝑆𝑝𝑎𝑐𝑒 ← 𝑁Actions
6: 𝑟𝑒𝑛𝑑𝑒𝑟← 𝑁𝑜𝑛𝑒
7: 𝑆← 𝑆init

8:
...

9: function STEP(𝐴)
10: 𝑅← GET REWARD(𝐴)
11: 𝑆← INCREMENT STATE(𝐴)
12: 𝐶← GET CUE() // Cue required for design 3
13:
14: 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑← 𝑡 ≥ MAX STEPS
15: 𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑒𝑑← 𝐴𝑡 ∉A // Environment is robust to incorrect actions
16: 𝑖𝑛 𝑓 𝑜← RECORD INFO(𝐴)
17:
18: return ⟨𝑆 or 𝐶, 𝑅, 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑, 𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑒𝑑, 𝑖𝑛 𝑓 𝑜⟩ // Choose 𝑆 or 𝐶 depending on design

In the constructor of the environment, the action space and observation space were initialised. The
Python implementation used Gym’s Discrete type, the same as used for the states and actions in
the frozen lake example (fig. 2.6), indicating that the states and actions are best described as values
that can be indexed as integers. It differs from the Box type in Gym, which represents a continuous
range and would be more suitable for representing values like angles. The constructor also sets the
render function to 𝑁𝑜𝑛𝑒, revealing the simulations have no GUI. This is because there isn’t any useful
graphical information to be displayed throughout the training of the agents in this project. Further-
more, hiding the GUI removes the overhead of running the virtual screen, improving the performance
during the simulation.

The STEP method followed the typical structure of the base gym.Env class, taking an action, and
returning a tuple with five pieces of information:

1. An observation, O, which is either the state or cue provided having taken the given action.

2. A numeric reward, R, obtained having taken the action, this gained through the reward function,
and was varied in different experiments to test the effect of reward on addictive behaviour.

3. A boolean terminated signal reporting that the end goal of the MDP has reached, using STEP

beyond this point could result in undefined behaviour.

4. A boolean truncated signal indicating that something beyond the scope of the MDP has ended the
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simulation - e.g. an invalid action selection.

5. An info dictionary which provides auxiliary information about the environment at that point. For
the simulations in this project, it details things such if an action was optimal or addictive.

The step function can then be used in a training loop similar to that in figure 2.1 of the background,
enabling the agent to receive rewards and update its policy. For the agents in this design, a typical
training loop is given by:

Algorithm 3 Agent Training Loop
Require: MAX EPISODES
Ensure: 𝑁states ∈ Z+, 𝑁states ∈ Z+

1: 𝑒𝑛𝑣← ADDICTION ENV(𝑁states, 𝑁states)
2: 𝑎𝑔𝑒𝑛𝑡← AGENT(. . .) // Initialise agent based on design
3:
4: for 𝑒← 1 to MAX EPISODES do
5: 𝑂, 𝑖𝑛 𝑓 𝑜← 𝑒𝑛𝑣::RESET() // Return environment to default
6: repeat
7: 𝐴← 𝑎𝑔𝑒𝑛𝑡::GET ACTION(𝑂)
8: 𝑂′, 𝑅, 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑, 𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑒𝑑, 𝑖𝑛 𝑓 𝑜← 𝑒𝑛𝑣::STEP(𝐴)
9: 𝑎𝑔𝑒𝑛𝑡::TRAIN(𝑂, 𝐴, 𝑅,𝑂′)

10: 𝑎𝑔𝑒𝑛𝑡::RECORD INFO(𝑖𝑛 𝑓 𝑜) // Record info for experiments
11: 𝑂←𝑂′

12: until 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑 or 𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑒𝑑

Algorithm 3 follows the standard “agent-envrionment loop” for OpenAI Gym. When the environment
is reset through the RESET method, it returns to the default state for that environment, along with
some initial information. The agent then uses its GET ACTION method to choose an action based
on the observation, O. The environment uses this in its STEP method to increment the world state,
returning a new observation, O’, a reward, R, and some additional information, info, as a result. From
this feedback, the agent can train its policy through its TRAIN method, and record the details for
later interpretation. The next observation, is then stored in place of the current one with the process
repeating until the environment indicates that the episode is over, indicated by either terminated or
truncated. This occurs after a predetermined number of time steps (MAX STEPS in algorithm 2).
The agent repeats the process for numerous episodes, as determined by MAX EPISODES. This is
useful since it enables performance to be evaluated at different intervals and enables the agent to
move between different implementations of the environment, aiding the evaluation of how the designs
react in changing conditions. The custom environment and agent implementation make this easier by
including lots of tracking, meaning the data is readily available for analysis.

4.1.3 Evaluation of OpenAI Gym

OpenAI Gym provided a valuable interface for creating the custom RL environment that enabled the
simulations to be produced more quickly. Through inbuilt functions such check_env, it was simple
to verify that the custom environment conformed to best practices for the API, preventing issues from
being missed and then arising later in development.

Due to its flexibility, there were very few drawbacks to using OpenAI Gym within this workflow. One
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minor inconvenience was converting the latent state model provided with Pettine’s work, which was
used for the dual process model’s state classification component, into the format required for OpenAI
gym. This was challenging since his work didn’t align well with the API used in Gym. However,
Gym itself is not really at fault for this issue, and in fact, Gym is popular among researchers and
developers, boasting a large community who work on RL problems.

4.2 Creating agents
Agent Class Hierarchy

RL Base Q Learning Redish 
(2004)

Dezfouli 
(2009)

Dual Process Model 
(Project)

Figure 4.2: Class Hierarchy for the agent classes

The agents were all inherited from a custom RL BASE AGENT abstract class created for this project.
This provided an interface including the GET ACTION, TRAIN and RECORD INFO methods previously
seen in algorithm 3, alongside also other useful methods for gathering policy and saving the agent.
Agents for each design inherited aspects sequentially, (fig. 4.2), with the value evaluation component
of the dual process model being inherited directly from TD UPDATE method from the Dezfouli (2009)
implementation (algorithm 4). The state classification component was implemented directly in the
dual process model since this was unique to this design. Using inheritance meant fixing mistakes
within any of the designs also propagates the correction to the inheriting designs. This made the code
more maintainable, increasing the likelihood that the output results were correct, and making them at
least consistent in the worst case. Furthermore, extensively logging events throughout the simulations
in the RL BASE AGENT class made the information readily available throughout all implementations.
This meant the results were readily available for analysis, and future experiments could be achieved
by altering the data collected in one place. The TD UPDATE step within the agent learning requires

Algorithm 4 TD UPDATE implementation in the final design
1: function TD UPDATE(S, R, A, S’)
2: 𝛿← 𝑅 +max𝑎𝑄 [𝑆′] −𝑄 [𝑆, 𝐴]
3: 𝑋← 0
4:
5: if 𝐴 is Addictive then
6: 𝛿←max(𝛿+𝐷 (𝑆), 𝐷 (𝑆)) − 𝜌
7: 𝑋← 𝑁𝑑

8:
9: 𝑅← 𝛿−max𝑎𝑄 [𝑆′] +𝑄 [𝑆, 𝐴] + 𝜌

10: 𝛿← 𝛿− �̄�
11:
12: �̄�← (1−𝜎) �̄� +𝜎𝑅

13: 𝜅← (1−𝜆)𝜅 +𝜆𝑋
14:
15: 𝑄 [𝑆, 𝐴] ←𝑄 [𝑆, 𝐴] +𝛼𝛿
16: return 𝛿
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passing both a state, S, and action, A as arguments. The Q-learning implementation used an 𝜖-greedy
strategy for exploration, in which there’s a 1− 𝜖 chance of exploiting the best action, and an 𝜖 chance
that any other action (as in algorithm 1). The remaining designs used a softmax function as shown
inalgorithm 5, with the probability of each action being picked relative to their weights. This alteration
is because 𝜖-greedy’s simplicity results in the drawback of equally weighting actions regardless of
their expected reward when exploring. Those thought to be almost optimal will be chosen with
the same chance as those considered terrible as the random selection doesn’t differentiate between
anything but the best action and everything else. Instead, when a softmax function is used this is
no longer the case, with better actions being made preferable, even if they weren’t the best action.
Additionally, this has the benefit that there aren’t any sharp, discontinuous changes in behaviour as
the optimal action changes. If two actions are perceived as optimal, they will be chosen equally
often. This is more realistic of human behaviour, where changes occur gradually and with variation
between choices where the expected outcomes are similarly rewarding. The dual process model also

Algorithm 5 GET ACTION implementation in the final design
1: function GET ACTION(𝑂)
2: 𝑆← IDENTIFY STATE(𝑂)
3: 𝑎𝑐𝑡𝑖𝑜𝑛 𝑣𝑎𝑙𝑢𝑒𝑠←𝑄 [𝑆]
4: 𝑃(𝐴| 𝑆) ← SOFTMAX(𝑎𝑐𝑡𝑖𝑜𝑛 𝑣𝑎𝑙𝑢𝑒𝑠)
5: 𝐴← RANDOM ACTION(𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠 = 𝑃(𝐴| 𝑆)) // Use softmax weights in policy
6: return 𝐴

uses a softmax function within its state classification component as shown in Algorithm 6. Through
implementations of through equations (3.16), (3.19) and (3.22), the agent can choose an internal
representation based on the likelihood of each internal state based on the previous history of observed
cues. It’s helpful to look at the algorithm 6 alongside fig. 3.2 to understand how each part in the state
classification is actually implemented. The final states selection is done through a softmax function
based on the surprise assigned to each internal state, S, based on the observed cue, O:

Algorithm 6 State identification implementation
1: function IDENTIFY STATE(𝑂)
2: 𝑆𝑡𝑎𝑡𝑒 𝑆𝑢𝑝𝑟𝑖𝑠𝑒𝑠← 𝐴𝑟𝑟𝑎𝑦[]
3: for 𝑆 in 𝑄 do // Iterate internal states
4: 𝜇𝑆← 𝜇𝑆𝑤𝐴

5: 𝑠𝑢𝑟 𝑝𝑟𝑖𝑠𝑒←− ln𝑃(𝑂 | 𝑆)
6: if 𝑠𝑢𝑝𝑟𝑖𝑠𝑒 ≤ 𝑠𝑢𝑝𝑟𝑖𝑠𝑒 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 then
7: 𝑆𝑡𝑎𝑡𝑒 𝑆𝑢𝑝𝑟𝑖𝑠𝑒𝑠::APPEND(𝑆)
8: if 𝑆𝑡𝑎𝑡𝑒 𝑆𝑢𝑟 𝑝𝑟𝑖𝑠𝑒𝑠 is 𝑒𝑚𝑝𝑡𝑦 then
9: 𝑆← CREATE NEW STATE(𝑂)

10: 𝑄::APPEND(𝑆)
11: else
12: 𝑃(𝑆 | 𝑂) ← SOFTMAX(𝑆𝑡𝑎𝑡𝑒 𝑆𝑢𝑝𝑟𝑖𝑠𝑒𝑠)
13: 𝑆← RANDOM STATE(𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠 = 𝑃(𝑆 | 𝑂))
14: return 𝑆

The dual process model’s state classification differs from the previous Redish (2004) and Dezfouli
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(2009) designs which had a complete understanding of the world, and therefore need to do no fur-
ther identification. It was certain whatever state is retrieved from the environment is the actual state.
However, this added realism enables the dual process model actually to capture key aspects of ad-
diction such as relapse. It also allows the dual process model to move beyond dopamine-mediated
addictions to behavioural addictions since adjustments to behaviour can result from changes in both
the state space and the value evaluation. This means addiction is possible without features of transient
dopamine increase eq. (3.1).

All agent designs can interact with the environment as shown in algorithm 3. While the RECORD

INFO method is useful, its implementation is pretty independent of any technical details for each of
the designs, and could be equally applied in any RL scenario. The methods permitting the capturing
of addiction within these simulations are the GET ACTION (algorithm 5) and TRAIN methods. The
TRAIN for each agent is actually just a combination of the IDENTIFY STATE and TD UPDATE methods
seen previously as outlined in algorithm 6 and algorithm 4. This is shown in algorithm 7.

Algorithm 7 Agent Train Method
1: function TRAIN(𝑂, 𝑅, 𝐴,𝑂′)
2: 𝑆← IDENTIFY STATE(𝑂)
3: 𝑆′← IDENTIFY STATE(𝑂′)
4: 𝛿← TD UPDATE(𝑆, 𝑅, 𝐴, 𝑆′)
5: UPDATE 𝛿(𝛿)
6: RECORD INFO(...)

All of these methods then can be encapsulated within the AGENT class as shown in algorithm 8:

Algorithm 8 Agent Implementation For Design
1: Class AGENT extends PARENT AGENT // inheritance as shown in fig. 4.2

2:
...

3: function GET ACTION(𝑂) . . .
4: function IDENTIFY STATE(𝑂) . . .
5: function TD UPDATE(𝑆, 𝑅, 𝐴, 𝑆′) . . .
6: function TRAIN(𝑂, 𝑅, 𝐴,𝑂′) . . .
7: function UPATE 𝛿(𝛿) . . .
8: function RECORD INFO(𝑖𝑛 𝑓 𝑜) . . .

9:
...

10:

The rest of the implementation of the designs involved creating private methods and implementing
the mathematical equations provided in the design section. These don’t need to be called directly
from outside the environment, which is one of the benefits of the implementation being set up in an
abstract way. Despite the designs differing, since they share a common interface, it’s possible to use
polymorphism within the experiments. This interoperability also makes this work extensible, with the
experiments potentially being used on new agents so long as they share the same interface.



5 Experiments and Results

This chapter details the experiments carried out on the dual process model, measuring its performance
relative to the pre-existing designs and with respect to the design objectives. There are three phases
to the experiments:

1. Acquisition of standard and addictive behaviours to verify that the designs are correct and the
results of later experiments are truly a result of the development.

2. Reproducing findings from experiments in the Redish (2004)[61] and Dezfouli (2009)[14] model
to validate the model maintains the ability to predict pharmacological addictions.

3. Creation of experiments testing the dual process model’s ability to capture relapse and behavioural
addiction. This illustrates how this project moves beyond the pre-existing Redish and Dezfouli
models.

Having outlined the results, the overall effectiveness of the model will be evaluated in comparison
to approaches of modelling addiction outside of RLs. Finally, an assessment with regard to Redish’s
(2008) criteria for creating a holistic model of addiction[62] is done to judge the generalisability of
results produced by this design.

5.1 Simulations

Not addictive addictive

s0 s1
r0

r1

r2

(a)

s0 s1
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r1

r2

(b)

Figure 5.1: Envrionment Dynamics for the Simulations.

Most simulations took place in an environment consisting of two states, shown in figure 5.1. The
rewards for each action were normally distributed with varying mean and standard deviations as
shown in table 5.1. For addictive actions, the default value of the dopamine surge 𝐷 (𝑠) was 15.0.

Mean Standard Deviation
𝑟0 10.0 2.0
𝑟1 −3.0 1.0
𝑟2 −5.0 3.0

Table 5.1: Reward Dynamics in the Standard Testing Environment

32



5.1. SIMULATIONS 33

5.1.1 Acquisition of a Regular Response
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Figure 5.2: Results Showing the Adoption of an Optimal Policy in Response to Natural Reward

First, the simulations verified that the implementations of each agent could adopt an optimal policy
in the case of a natural reward as shown in fig. 5.1 (a). This was done by tracking the number of times
the agent chose 𝑎0 in 𝑠0, taking an average over 100 repeats of 2000 timesteps. The results of the first
500 timesteps are shown in fig. 5.2.

All the implementations quickly learned the optimal behaviour was to stay in 𝑠0 repeatedly, rising
to a probability of around 1. This policy is quickly identified, with the choice of exploring over-
exploitation being the main factor limiting the proportion it was chosen early on. This exploration
rate decays as the number of timesteps increases, altering the distribution of actions chosen to favour
those seen as providing high rewards. This adjustment of the softmax “temperature” is why the
probability still tends to 1 in the latter three designs despite the policy selecting proportionally based
on the relative reward of actions.

One notable feature of fig. 5.2 is that the dual process model learns slower than the other designs.
This is a result of the agent initially having one internal state that tried to represent all world states.
Therefore, rewards are assigned from 𝑟0, 𝑟1 and 𝑟2 to the same internal state until the state space
splits. For stability reasons this only happens after the burn in duration of 15 trials, meaning the initial
learning process is distorted. Nevertheless, the optimal policy is still guaranteed to be converged on,
meaning it detracts little from the quality of the findings.

Since the designs extended upon each other, this experiment was useful in ensuring every level of the
implementation is working as expected and will produce reasonable results from the more involved
upcoming simulations.
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5.1.2 Acquisition of a Pharmacologically Addictive Response
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Figure 5.3: Results Showing the Adoption of a Suboptimal Policy in Response to Addictive Reward

Following the verification of the dual-process model’s ability to select an optimal policy based on a
natural reward, the environment was altered to match fig. 5.1 (b), with an addictive action taking the
agent from 𝑠0 to 𝑠1. The first experimental design was then repeated in this updated environment,
averaging the trajectories of 100 agents over 2000 timesteps. Figure 5.3 plots the probability of the
addictive action 𝑎1 being chosen in state 𝑠0. The results show that both the pre-existing designs and
the dual process model choose the suboptimal addictive action. In contrast, the standard Q-learning
algorithm continues to pick the optimal policy. This illustrates how standard reinforcement implemen-
tations fail to capture addiction and demonstrates how adapted designs can predict pharmacological
addictions.

This replicates the findings of Redish (2004)[61] and Dezfouli (2009)[14], supporting that the dual
process model implementation is correct. Since this used a value evaluation component based on
Dezfouli’s designfig. 3.2, it’s reasonable that the dual process model follows a similar increase to this
model. Again, the slightly slower rate of learning can be explained as a result of the time required for
the state space to split to match that of the environmental state space.

The gradient of each of the designs in fig. 5.3 alludes to the disadvantage of the reward tending to
infinity in Redish’s model. Since this is the case, the softmax quickly provides these actions with a
very high probability, making it almost certain they’ll be chosen. Comparatively, Dezfouli’s design
and the dual process model don’t have this same indefinite value increase, so the relative values of
addictive and non-addictive actions remain closer for longer. This means the agent explores more in
the early stages, decreases its probability of choosing 𝑎1 in 𝑠0 until the softmax “temperature” decays
and increasingly prioritises exploitation.
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Figure 5.4: Results Showing A Reduction In Perceived Reward After Prolonged Drug Taking

Figure 5.4 reinforces this, showing how the expected value of reward changes throughout 2000 time
steps in the experiment. The Redish (2004) model within 50 trials reaches a value beyond the graph
limits at 27, and increases to 2400 at 𝑡 = 2000. Conversely, the Dezfouli and project implementa-
tions show decreasing reward due to using an exponentially weighted moving average for its tem-
poral difference (TD) error. Furthermore, the experiment replicates Dezfouli’s results, showing that
the use of a basal limit is effective in replicating the decline in the perception of reward seen in
humans after prolonged drug use. This elevation is not limited to only drug rewards; it applies more
widely to natural rewards, too. This matches experimental findings in humans, supporting the model’s
applicability[27, 52, 69, 28, 61].

Impulsivity
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Figure 5.5: Environment for Testing Relationship Between Drug Taking and Impulsivity

After demonstrating the dual process model’s design ability in matching Redish (2004)[61] and Dez-
fouli (2009)[14] and inappropriately selecting addictive actions, further experiments were carried out
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to see if the introduction of an internal state space[59, 63] altered the findings from their experiments.

First, impulsivity was investigated, with agents being tested based on varying levels of drug expo-
sure. A control agent was trained in the environment given in fig. 5.1 (a), while two other agents
were trained in the environment given by fig. 5.1 (b). During training these agents were exposed to
drugs 500 and 2000 times respectively. After training, each agent was placed in a new environment
described by fig. 5.5, in which the optimal policy is to take action 𝑎2 to the long path resulting in de-
layed gratification through 𝑟large. However, the results (fig. 5.6) show the proportion of times that 𝑎2

is chosen is altered with prolonged drug taking, with increasing exposure resulting in the agent being
more likely to take the small reward in favour of the larger delayed reward. This suggests that increas-
ing drug use can induce impulsivity in the agent, consistent with Dezfouli’s model[14]. Moreover,
it verifies that the introduction of a state creation component in this project’s model doesn’t appear
to affect the agent’s value evaluation concerning impulsivity, with the main difference between the
results in fig. 5.6 being the timing of results, which can be explained by variations in the learning rate
and the parameters used in the exponential averages (𝜎 and 𝜆).
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Figure 5.6: Results for Relationship Between Drug Taking and Impulsivity

This finding is reasonable, since impulsivity results from the use of average reward RL, which through
inheritance in the implementation is used consistently and Dezfouli’s model. Repeated drug use
alters the basal reward level 𝜌𝑡 , making there a high cost of waiting[14]. This means the agent favours
immediate reward over the prolonged delay associated with gaining the larger reward. Comparatively,
in basal reward alters based on the actual reward received and iin the health system sn’t biased. This
means the average reward for delayed gratification is higher, and the agent prefers this as its policy.
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Blocking

Blocking[33, 46, 65] was identified as an area of interest based on Dezfouli’s work, which proposed
it as a feature to be improved upon Redish’s work. It was also likely something that would interact
with the cues involved in the state creation component of this project’s agent. Since the state creation
system based on Pettines’s instrumental latent state system[59] could take multiple cues, this was
used over the linear function approximator in Dezfouli’s work[14].
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Figure 5.7: Testing Environment for Blocking Simulation

The training stage consisted of three sequential phases as shown in fig. 5.7. Initially, the agent learns
an addictive response. Next, the blocked agent is presented with the addictive substance alongside the
cue representing the tone, while the non-blocked agent is presented only with the addictive substance.
Finally, both the non-blocked and blocked instances are presented with a cue for the tone and a cue
for the light alongside the reward for the drug receipt. The testing phase then involved moving the
agent to a new environment, shown on the right of fig. 5.7. From 𝑠2, it was possible to keep the agent
in the same state with 𝑎0, or move through 𝑎1 to a state providing the cue just the light.
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Figure 5.8: Results of Blocking Simulation
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The results were plotted in fig. 5.8 and do not show blocking in either case. This was unexpected,
meaning the dual processes model misaligns with Dezfouli’s (2009) findings, matching instead with
those in Redish (2004). An explanation for this is that in both the blocked and non-blocked agents,
update their prototype representing the internal state associated with the tone during the third training
phase. This causes it to account for the light and regardless of which variation the of blocking phase
is used for the agent, the light cue will produce a conditioned response [33, 46, 65].

This further explains why the non-blocked agent unlearns the behaviour quicker than the blocked
agent. Since the non-blocked agent is consistently presented with the tone and light presented together
the covariance matrix is tightened. Conversely, the tone being presented independently means as the
cue is altered to match the simultaneous tone and light presentation, the covariance matrix increases,
covering a broader range of cues. Consequently, the light being presented independently causes more
surprise in the first agent, which along with the reduction in reward influencing 𝛿 (eq. (3.24)) alters the
softmax function and increases exploration. This occurs slower in the blocked case since it’s already
expecting a range of rewards, and thus the change from presenting both cues to a single cue results in
a slower alteration in behaviour.

5.1.3 Cue Trigger Relapse

In order to move the dual process model beyond the Redish (2004) and Dezfouli (2007) papers, a
model containing internal representation was used. This enables a separate state space to be created
during extinction, which in turn can lead to relapse. To test this, the agent was once again trained as
shown in section 5.1.2 (b) for 250 trials during which a cue is presented resulting in the adoption of
an addictive behaviour. After this, a period of 250 trials of extinction is undertaken, where the cue
is no longer presented and the reward dynamics for natural reward are made more favourable. This
increase could represent factors such as peer support in helping a family member rehabilitate from an
addiction. Finally, the cue is reinstated, and the reward space is returned to the initial environment,
triggering the agent to relearn the addictive behaviour.

The results from fig. 5.9 illustrate how both Redish’s (2004) and Dezfouli’s (2009) designs fail to cap-
ture relapse, relearning the addiction behaviour at a rate analogous to initial adoption after extinction.
Conversely, the use of latent state representation in the dual process model enables the production of a
spontaneous recovery upon re-exposure to the context in which the addiction is learned. This reflects
experimental findings of human behaviour[19, 53, 66] and demonstrates that the project’s model can
capture a broader range of features than the previous designs.

Figure 5.10 exemplifies that state space is altered in response, showing when the reward is consis-
tently provided the typical number of internal representations matches the world states in fig. 5.1.
However, when extinction occurs the number of states increases due to the development of paral-
lel state space. This results in the original addicted state space being maintained and enables it to
be quickly reinstated. This overcomes the issue that TD learning generally, in which learning and
unlearning are characterised by the same process, and thus it’s not possible to create relapse with
model-free solutions alone[78].
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Figure 5.9: The dual process model shows relapse whereas pre-existing models cannot

It’s notable that while forfig. 5.9 the reward dynamics return to the original values table 5.1 after
extinction, this isn’t necessary for relapse in the case of the dual process model. Figure 5.11 shows
how cue-triggered relapse can occur even in an environment with an altered reward space, whereas
neither Redish nor Dezfouli’s models will produce relearning behaviour at all. This is because, for
these designs, the reward for the addictive behaviour is now outweighed by that of natural reward, and
the optimal policy is to choose this. This added element is an advantage of this project’s model since
despite there being experimental evidence for cue-triggered relapse, it’s unlikely in the real world that
an alteration in natural reward will change as the exposure occurs.

5.1.4 Behavioural addictions

The third design aim is related to behavioural addictions. These are becoming increasingly prob-
lematic with the rise of social media addiction and gambling addiction in society. Once again, these
features cannot be inherently captured in the pre-existing Redish and Dezfouli models[14, 34]. These
models focused purely on substance use disorders (SUDs), and therefore are limited by factors that
directly stimulate the dopamine surge. Experimentally it’s been shown that behavioural addiction
doesn’t produce the same magnitude of dopamine stimulation as drug behaviours, and therefore this
experiment tested to see if the model of gambling addiction can be simulated without direct dopamine
simulation. This simulation aims to test the influence of win streaks in the adoption of gambling, sim-
ilar to what Redish did in his 2007 work[61].

The agent was placed in the environment shown in fig. 5.12, where possible actions and three states
exist. The first action is a no operation 𝑎nop action, in which the agent gains no reward 𝑟nop = 0 and is
kept in state 𝑠𝑖𝑛𝑖𝑡. The second is placing a bet 𝑎bet. With high probability 𝑃loss, the bet results in the
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Figure 5.10: In the dual process model the number of internal states increases during extinction

agent moving to a loss state 𝑠loss, and subsequently receiving a negative reward is given 𝑟loss. With
low probability 𝑃win the agent wins the bet moving to a winning state 𝑠win and then receiving a large
reward 𝑟win. The odds are set with high probability so that betting on average results in a loss, making
𝑎nop the optimal policy.

The experiment design has several phases. First, the agent is trained with regular probabilities for
800 time steps. Then, the probability of winning is greatly increased, such that this becomes the
probability. This is maintained for 100, 200, or 400 time steps. Following this, the probabilities are
returned to their original values and the simulation runs until time step 2000.

At each timestep, whether or not the agent places a bet is recorded. A mean was taken over 100 trials
within the betting environment to provide a probability of betting at each timestep.

The results are shown in fig. 5.13, illustrating how an increased win streak leads to a higher probability
of compulsively gambling later on. This is explained again by splitting into the state spaces during an
extended period of winning. This creates a state space to which the agent assigns wins and a parallel
state to which losses are, even though the cue is the same. Therefore, the agent at each time step
chooses to bet since it thinks it can gain the high reward, and each time it loses, it assigns this to
the loss state, assuming its state prediction is wrong. This mimics the hindsight bias seen in problem
gambling[68, 84], with the agent in effect forgetting its losses by classifying them separately from its
victories.

The influence of win duration can be explained by the tightening of the covariance matrix. After
a long win streak, the covariance matrix is tightened significantly, making the agent more likely to
reclassify losses to a separate state. Then when it gets a win it then effectively relapses, with its
expectation of victory being overestimated. Therefore, it bets at an increased rate in response to the
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Figure 5.12: Environment dynamics for the gambling experiment

win despite having no probabilistic basis.

Furthermore, if multiple cues are used for wins and losses, it’s possible for this design to create the
near-miss effect[64], where those suffering from problem gambling are likely to associate cues similar
to victories with an increased likelihood of winning.

Overall, this feature of the project’s model makes it able to classify addictions that aren’t caused by
direct dopamine simulation. This is an advantage over the previous models that cannot do this, as
shown by a control trial of the same experiment ran on the project’s Dezfouli implementation for 400
trials (fig. 5.14). Since a significant objective of the project was to create a model that can capture
both behavioural and pharmacological addictions, this is a significant strength of this project’s dual
process design over the pre-existing designs implemented.
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Figure 5.13: The duration of a winning streak increases the likelihood of gambling addiction
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5.1.5 Influence of Environmental and Genetic Factors

The final area of focus for the project was to look at the interacting genetic and environmental factors
relating to addiction. This was done through the experiment based on the experiment outlined in
section 5.1.2 using the environment in fig. 5.1 (b) ranging the natural reward produced by action 𝑎0

in state 𝑠0 from 7.5 to 12.5, and the dopamine surge 𝐷 (𝑠) produced from 12.5 to 17.5 at a resolution
of 0.1 in each axis. The results were plotted in a heatmap fig. 5.15, and it’s clear that the disparity
between natural reward and dopamine surge alters the chances of adopting addiction. This is the
case despite addiction being suboptimal, and results from the maximisation relative to the dopamine
surge as shown in eq. (3.11). This matches well-established psychological theory, showing that when
people have higher quality outcomes, they are less likely to become addicted[27, 52, 69], and relates
to why individual differences cause some to get addicted when others don’t.

The model produced is reductionist with a linear relationship between the two factors which isn’t
realistic for humans. Nevertheless, this was necessary for the computational complexity of the model
to be manageable, and it demonstrated the wider motivation behind the project and met the first
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Figure 5.15: Influence of Genetic and Environmental Factors In Uptake of Drug Addiction

design objective. Production of data such as this to help identify risk factors in the population and
provide information which could reduce the rates of addiction in society. Moreover, the influence
of interventions and treatments could be applied on top of the models to identify those that most
effectively mitigate against and treat addiction.

5.2 Evaluation of the design

5.2.1 Evaluation of Experiments Reproducing Pre-Existing Findings

Overall, this project’s model could reproduce the key factors related to pharmacological addictions
while introducing a state classification component. The experiments show that this project’s model is
consistent with both psychological theories surrounding dopamine altering the reward prediction error
to result in the adoption of suboptimal addictive choices and existing implementations for simulating
addiction. This satisfies the first of the design objectives and means the model could go some way to
being used to predict addiction in humans, which is the project’s overarching aim.

However, the inconsistency is disappointing, creating an additional limitation that had been resolved
in the progression from Redish’s to Dezfouli’s model. This is particularly unfortunate given that it
stems from increased design complexity, so it cannot be seen as a tradeoff. It is notable that blocking
is less robust in humans than in animals, with association typically not being so binary which could
be due to differences in the cognitive processes involved in learning about binary and continuous
outcomes[58]. Nevertheless, forms of blocking do occur, which is a disadvantage of the project’s
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model.

5.2.2 Evaluation of Features Beyond the Pre-existing Designs

Nevertheless, the state splitting aspect preventing blocking from being simulated is the main feature
of the additional behaviour this model can capture. It enables additional features of addiction to be
captured, notably relapse. Since this is a characterising aspect of addiction, often being referred to as
a chronic and relapsing conditon[39], this addition is a distinguishing feature of this project’s model
that helps achieve its overall aim of creating a novel RL algorithm building on previous designs.

Capturing behavioural addictions also helps in this regard, satisfying another of the design objectives
and helping the model be a more holistic representation of addictive behaviour.

However, this additional complexity did come at a cost, and in particular, the implementation of the
dual-process model was considerably less performant. For this application, this wasn’t limiting since
the timescales of simulations were always short, however for larger-scale testing this could be an
issue. The heatmap testing environmental and genetic factors fig. 5.15 took 6 hours to run and was
only over a limited region of interest. If a more exploratory analysis was undertaken, performance
would be more crucial, and it would have to be judged if the additional features are necessary.

Finally, the behaviour still cannot account for the primary features of addiction such as increasing
levels of tolerance or withdrawal. Alternate actor-critic RL agents are also capable of capturing
both relapse and behavioural addictions, however, since these are model-based approaches they are
unlikely to resolve this issue.

5.2.3 Fulfilment of Redish’s (2008) Unified Framework for Addiction[62]

Redish 2008 proposed a set of criteria for understanding addiction as a process arising from multiple,
interacting systems: a planning system, habit system, and situation recognition system. It suggests
ten potential vulnerabilities drive people towards maladaptive behaviour(table 5.2).

Of these, the experiments above show that this project’s model can comprehensively capture the
misclassification of situations, overvaluation of actions, overfast discounting processes and changes
in learning rates.

While it could be argued that the use of the basal limit, by moving the deviating natural reward level
so the agent desires drug rewards to compensate can predict features of deviations from homeostasis
and changes in allostatic set points, it doesn’t capture withdrawal well. This is characterised by
much more than a negative temporal difference error, with an interplay of physical and psychological
symptoms occurring when a person stops using a substance to which they have become addicted,
including cravings, anxiety, irritability, and insomnia.

The model is, therefore, capable of covering a range of features of addiction but is far from capturing
all aspects. Overall this is not a huge problem of the design, however, with addiction being highly
complex, with interacting neurological, social and cognitive components. The design complexity for
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Description Key Systems Clinical Consequence
1 Deviations from homeostasis Planning Withdrawal

2 Changes in allostatic set points Planning Changed physiological set points, craving

3 Mimicking reward Planning Incorrect action-selection, craving

4 Overvaluation in the
planning system

Planning Incorrect action-selection craving

5 Incorrect search of cue
response behaviours

Planning Obsession

6a Misclassification of situations:
overcategorisation

Situation
recognition

Illusion of control, hindsight bias

6b Misclassification of sitautions:
overgeneralisation

Situation
recognition

Perseveration in the face of losses

7 Overvaluation of actions Habit Automated, robotic drug-use

8 Selective inhibition of
the planning system

System
selection

Fast development of habit learning

9 Overfast discounting processes Planning,
habit

Impulsivity

10 Changes in learning rates Planning,
habit

Excess drug-related cue association

Table 5.2: Criteria for Addiction in Redish’s (2008) unified model of addiction

creating a model that captures all features of addiction would be immense, and this project’s model,
while limited to certain areas, could have exploratory power and be used in treating a specific set
of addictions. It’s still more general than some previous models, such as the Dezfouli and Redish
designs, and can consequently capture a broader range of behaviours.

5.2.4 Alternate Methods of Modelling Addiction

There have been non-RL approaches to model addiction, including previous research on mathemati-
cal, economic and neurological simulations. However, compared to these models, RL generally offers
a more comprehensive understanding of addiction, integrating aspects of rational decision-making,
non-conscious processes, and neural mechanisms. Nonetheless, each approach provides valuable
perspectives that emphasise different aspects of addiction, so combined, it’s possible to produce com-
plementary rather than competing explanations from the different models.

Mathematical models of addiction typically use equations to describe the dynamics of drug use, toler-
ance, and dependence. These models offer quantitative predictions regarding the impact of different
factors on drug consumption, but they tend to overlook the complexities of decision-making pro-
cesses and individual differences. They also lack the dynamic learning aspect that RL captures, so
cannot predict the interactive nature and continuous evolution of behaviour in response to changing
environmental stimuli and internal states.

Economic models of addiction focus on the principles of rational choice, emphasising the role of
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cost-benefit analysis and the impact of incentives. These models capture how individuals weigh the
immediate rewards of drug use against potential long-term costs. The economic approach has been
criticised for oversimplifying the complexity of addiction and downplaying the role of non-conscious
processes. RL, alternatively, has the potential to incorporate both rational and non-conscious aspects
of decision-making through dual process models like the one produced in this project, enabling RL to
capture the multifaceted nature of addiction more effectively.

Neurobiological methods for modelling addiction are rooted in the understanding of the brain’s struc-
ture and function, shedding light on the neurochemical and neural circuitry alterations induced by
drug use. While RL shares many similarities with neurobiological models, particularly in terms of
the dopamine-driven reward system, RL is a more general framework that can be applied to a wide
range of addictive behaviours. Furthermore, RL models can be used to bridge the gap between neu-
robiological findings and behavioural patterns observed in addiction.

Overall, research in each of these areas can be combined with RL to provide a more comprehensive
understanding of addiction and inform the development of more effective prevention and treatment
strategies.
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